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Abstract. This paper addresses foundational challenges in evaluating
Generative Artificial Intelligence (GAI), focusing on the transition from
expertise evaluation to intelligence evaluation. It critiques both quantita-
tive and qualitative metrics for GAI, highlighting limitations in human-
algorithm interaction environments. The study examines knowledge rep-
resentation in neural network architectures and the processes of filtering
versus tokenisation for image processing, emphasising inconsistencies and
lack of standardisation in test design. Based on this finding the paper
proposes a framework for future research to further explore the research
questions.
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1 Introduction

The rapid advancement of Generative Artificial Intelligence (GAI) [3] can greatly
contribute to the rapid introduction of novel text prediction models such as Gen-
erative Pre-train Transformer (GPT), Retrieval Augmented Generation (RAG),
Bidirectional Encoder Representation from Transformer (BERT) and image gen-
eration architectures such as Generative Adversarial Network (GAN), Variation
Auto Encoder (VAE) [19], Transformer [34] and the recent introduction of mix-
ture models such as CLIPs [9]. These architectures demonstrate an incredible
ability to replicate human responses and generate seemingly novel ideas and con-
tent - sound, image, and text - that showcase a new form of machine intelligence
not available in traditional Machine Learning (ML) models. Propelled in part
by media attention and through the accumulation of Artificial Intelligence (AI)
research breakthroughs, these models are now jumping out of the traditional
lab research environment into the hands of the layperson in the form of general
chatbots and commercial applications [3, 21]. One such application is the use
of GAI as a form of expert-based system in various domains such as helping
with medical diagnosis [18], creating art [32] and provide recommendation for
business [26].
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However, alongside this application, there is the ongoing question of whether
or not these systems possess an "expert" level of knowledge. Traditionally, com-
puters have been an important tool in aiding humans by leveraging their compu-
tational ability to either seek to enhance or replicate tasks that were usually only
reserved for exert [3]. However different from traditional ML where the algorithm
is bound by some explainable mathematical function, current GenAI models
learn to generate new information bases in a complex multilayer hidden network
of artificial neurons. This inherently creates a black-box phenomenon where the
output reasoning is not clearly understood easily by domain experts, develop-
ers and researchers [3]. In complex and high-risk environments such as medical,
aerospace, or precision manufacturing this unreliability and lack of transparency
is simply unacceptable. Thus, many researchers are trying to overcome this lim-
itation by implementing hard rule-based limitations, physical scoring based on
traditional programming, or adding humans to the decision-making and evalua-
tion loop [28]. However, this area of research remains in its early stage because
the field of GAI is often empirically based.

Currently, most research on knowledge embedding has focused primarily on
text generation in large language models (LLMs), with comparatively little re-
search on knowledge embedding in image generation [3]. Likely this is thanks to
the massive success of ChatGPT, Stable Diffusion which pushes the public and
research direction into more creative content generation. However, there is a gap
in theoretical research on the generation of conditioning technical images such
as engineering drawings, medical imaging, and more technical design [39]. This
is particularly interesting considering there is a lot of research on the application
of deep neural networks in these fields for high-precision tasks which often can
contribute more value to the development of many industries.

2 Problem Definition

Goldman [10] defines expertise in humans as the ability to help others with the
focus on laypersons to solve a variety of problems in a domain that they would
not be able to solve on themselves. This can be either by directly performing
the tasks or through indirect means such as providing training or advice. Thus,
following this definition, we ask the question:

Question 1. Can generative image models contain domain-specific expertise by
producing images with complex semantic information suitable for high-constraint
fields?

In simpler terms, can the model generate a group of images that are both
visually and functionally close to expert-generated images, which meet a per-
formance threshold and provide explainability relevant to the domain where
high expertise is required? We are interested in solving this problem as it would
imply the ability to adopt these tools in high-constrain, precision, and low error-
tolerance domains such as medical, engineering, aerospace and many precision
manufacturing domains. While we believe it is unlikely to fully replace human
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experts, the additional computational power would allow for more productive
human-machine collaboration by leveraging these model capabilities to combine
and generate novel ideas from collective knowledge.

3 Foundational Challenges

To better understand the existing similar research as well as the problem space,
the paper conducts a non-systematic literature review on Deep Generative Neu-
ral Networks (DGNN) [3] with a focus on image generation. We found some
foundational challenges that cause the problem to persist in the field.

3.1 The Shift from Expertise Evaluation to Intelligence Evaluation

Traditionally expertise is evaluated in humans as the ability to rapidly recognise
patterns from one domain and translate them into practice [7, 10]. This is a way
for experts to outperform laypersons in their fields and allow for the advance-
ment of their respective fields. Thus, it is often the reason why AI researchers are
deeply interested in replicating these traits [27, 3]. However, early systems that
use conditional programming are fixed and often inflexible to the new changes
as the domain evolved [27]. Algorithm-based systems follow suit with an im-
provement in the ability to learn from existing patterns of labelled data [3] and
address the original challenge somewhat. Nonetheless, these systems are often
limited by the quality of the data and the ability to generalise to new data [3].
This limitation causes the traditional expert system to be unable to catch up
with its human counterpart as knowledge of the domain evolves.

The recent advancement of the GAI agent has helped to address some of
these limitations by allowing the model to generate novel and unique ideas from
existing data [3] such as text, image, sound and even video. This is a significant
shift from the traditional expert system as it allows the model to be more flex-
ible and adaptive to new data why bringing a new way of cooperating between
humans and machines [3]. These GAI systems were quickly adopted in place of
an expert to help users answer problems [20]. This is a unique property that
emerges from the practical application of the technology despite its core nature,
did not necessarily design the model to actually provide accurate answer for
domain-specific questions.

This is especially the case for image generation, where the model is often
used to generate a range of images that are used in the creative process [3].
However, this have mainly been focus evaluating text-based model and there
is a gap in the research on evaluating image-based model. For the image-base
model, researchers generally focused on the quality of the image generated and
not the knowledge embedded within the image [39]. This in practice could lead
to images that are visually appealing but lack the domain knowledge that is
required for the image to be useful in the real world.
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3.2 Criticism Regarding Quantitative Metrics for GAI

When evaluating deep learning models, statistical metrics are often used to eval-
uate their distribution and the error from the model’s desired target. However,
for the DGNN model, this is often based upon the datatype that is the output
such as text or image [30]. In practice, this means a fragmented set of metrics
that are often not comparable.

In text base metrics, BLEU [29], ROUGE [24] are often used to evaluate
the similarity between the generated text and the ground truth. However, these
metrics often fail to capture the full extent of human knowledge and can fail
when model input taxonomy relationships are complex such as in the case of
a medical exam [26]. Thus, modern text-based evaluation metrics and datasets
are still not robust enough to capture the full taxonomy relationship in human
writing.

In image base metrics, FID [14], and Inception Score [6] are often used to eval-
uate the similarity between the generated image and the ground truth. However,
critics of these metrics argue that they are often not reliably aligned to human
perception [6]. These metrics are often based on the pixel-level similarity be-
tween the generated image and the ground truth. This means that the model
can generate images that are visually similar to the ground truth but contain
conflicting information such as a CT scan that contains both benign and malign
features. In practice, this creates a seemingly coherent image at the pixel or local
level but fails to capture the global structure of the image.

For an image model to be practical, it must present coherent visual and tex-
ture information, especially in high-precision fields like medical imaging, manu-
facturing, and electrical engineering, where model output directly impacts users [36].
Thus, our evaluation metric should capture both visual and texture details.

3.3 Criticism Regarding Qualitative Metrics for GAI

Since the literature shows quantitative metrics are often not good enough, mod-
ern research has started to look into qualitative metrics. Which often is the value
of which the model is provided through human evaluation. This is often done
through a range of methods such as human evaluation, expert evaluation, or user
evaluation.

Researchers have tried to introduce image evaluation metrics such as Anomaly
Score [15], and Aesthetic [25] that focus on capturing the naturalness and design
function of the image. On text-based evaluations, researchers also introduced
ConsiStory [33] such as which attempts to better capture semantic consistency
in long text that is natural to humans such as stories. However, these metrics
often do not factor in elements such as culture, education, and experience which
contribute a large part of expertise within human [7]. Further research would be
conducted to ensure these metrics represent the human aspect that they suggest
and explore any edge case.

One major problem with image evaluation is the inconsistency in evaluation
across domains. In domains like creative, images are largely evaluated on nat-
uralness or creativeness [35]. But in highly technical fields such as engineering,
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and manufacturing, images must follow a set of industry standards alongside
side a more concrete set of design principles [8]. This could lead to a model that
is capable of performing well in one domain but not in another. Researchers
have tried to introduce a range of methods to address this such as creating
world model [12] which attempts to virtualise the domain environment, creating
Holistic Benchmark that have an evaluation from different domain [1] or domain
knowledge transfer method [36]. Hence, it might be unavoidable to say that the
validation of the generated content might need to be domain-bound to ensure
the system’s usability.

3.4 Limitation in the Generative Model Evaluation Methods

One such method to ensure that domain knowledge can be quickly evaluated
is through the participation of human experts using Reinforcement Learning
with Human Feedback (RLHF) [28]. Research has shown that human experts
with deep knowledge of their field can often distinguish and identify problems in
generated content [20] given enough time to interact with the model. However,
one concern that arises is that the interaction between humans and models is
often not easily distinguished from human to human using traditional application
interfaces such as chatbox with limited GUI information [3]. The argument is
that given enough training data, the model could learn to simulate the interaction
signal that likely leads to a higher performance score, such as certain text or
image patterns instead of the actual logical reasoning. Thus, the model might
be more likely to trick the evaluator into giving it a high evaluation despite
not performing the given tasks. Wolfert et al. [37] recent research shows that
it is possible to mimic some behaviours of the end users to encourage trust in
generative response regardless of the output performance.

One other aspect of interaction that could be overlooked is to understand
how the model arrives at the decision it makes during the generation process.
This can be extremely important when it involves a material generated in medi-
cal [18] or critical engineering environment such as industrial manufacturing [36].
Researchers [13, 26] have shown in their research that these DGNN models can
often just memorise the test instead of understanding the questions present. Thus
understanding how models make decision during their generative process might
help to better inform developers and researchers to prevent current and future
errors. Some researchers have attempted to address this with new techniques
such as LIME [31] or counterfactual explanation based on gradual construction
of the deep network [17] which show varied levels of success. Nonetheless, ex-
plainability is still among the most important areas of model-human interaction
that should be considered during our evaluation process.

3.5 Knowledge Representation in Neural Network Architecture

Another challenge for our evaluation process is to embed human knowledge in
machine learning and interpret the model decision-making process [3]. The most
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common way to represent knowledge in machine learning tasks is directly em-
bedding knowledge using high-dimensional vector or vector-space modelling [11].
Bordes et al. [5] show the versatility of vector space embedding compared to al-
ternative symbolic frameworks.

Researchers [11, 5] generally agree that vector space embedding is the most
appropriate technique to capture current knowledge in DGNN. However, vector
space modelling is still not the end-all solution, while often able to capture se-
mantic relationships in linguistic information, sensorimotor information (such as
image or sound) is often not directly related to text information during training
data collection [11]. In practice, this could mean that semantic information that
is stored across different data types might not get represented in the embedded
vector matrix.

One promising direction to address this problem is a Knowledge Graph (KG)
to represent these data types and model their relationships through links between
different edges that represent data types [36] before encoding information in
vector form. Human knowledge is often interwoven with each other and is not
discrete by nature. Utilising a graph as a data structure to represent domain
knowledge offers the benefit of representing the complex relationship between
different ontology in a domain and allows for a way to bridge different data
types together [36].Researchers [2] show that using KG alongside a KG-GAN
help improve generative image quality by embedding additional knowledge that
is implied in the text.

However, a criticism of the KG approach is that existing domain knowledge
is not well represented and is often not complete [36]. This often means that
existing data in these domains are not fully represented or potentially biased
due to human interpretation [16]. In practice, this can introduce unwanted bias
or reinforce existing misrepresentations of patterns in existing data.

4 Proposed Experiment Design to Evaluating Embedded
Expert Knowledge of Generative Image Model

To address the existing challenge and attempt to verify our hypothesis, we pro-
pose the following research design which consists of different phases that are
non-sequential and can be used in combination or individually to evaluate the
model’s capabilities. Specifically, each model will be trained on a domain-specific
dataset and subsequently tested on new semantic similar data. This approach
ensures that the models do not merely memorise patterns from the pre-training
data but genuinely learn from the additional training data provided.

The research design is outlined in Figure 1. We also wish to note that the
research design is a high-level overview of the research process and each phase
can be further broken down or modified to better suit the research needs. Thus,
the research design is not a fixed process but a guideline that can be adopted
for different industries and research goals.

The model will be evaluated on its ability to generate high-quality and
domain-specific images based on the series of task prompts. We propose a se-
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Fig. 1. Model capabilities evaluation research design

ries of prompts that are designed to test the model’s ability to generate images
based on the updated information provided by each prompt. Essentially each
prompt is build upon the previous prompt by either an increase in embedded
information or the number of tokens. This idea is based upon the prompt chain-
ing technique which shows promise in allowing for a control and understanding
of the model output [38]. Wu et al. [38] research on prompt techniques shows
that by chaining prompts together it is possible to further improve model rea-
soning without increasing the complexity of further tuning the model. Thus, we
believe by adding this component to the research design we can overcome the
need for large computational power while still reasonably challenging models’
reasoning capabilities. To further attempt to capture this change we propose a
metric called "Rate of Change in Complexity" (RCC) which is calculated as:

RCC = g(TR, IR, β0) (1)

Where TR is the Complexity increase rate of the tasks, and IR is the Image
Complexity Increase Rate. RCC is calculated as a function g() that takes three
inputs TR, IR and β0. β0 represents the baseline complexity ratio, the initial
conditions or the inherent biases in task complexity relative to the image, inde-
pendent of any specific changes in task or image complexity. In other words, this
means that β0 accounts for any fixed, underlying complexity in the system that
is not captured by the changes in task or image complexity rates.

For instance, if β0 is positive, it suggests that the task is inherently more
complex relative to the image, even before any changes occur. Conversely, a
negative β0 would indicate that the task is inherently less complex than the
image, assuming no change in either complexity rate. β0 helps adjust the overall
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complexity ratio RCC to better reflect real-world scenarios where tasks may have
inherent complexities not solely attributable to changes in image complexity.

However, to ensure that the image serves the purpose of the task, we will
also evaluate the image based on the domain-specific performance function. The
performance function is determined by the domain expert and the best industry
practice of the domain. The Performance Score is the mean of P across all T
number of tasks with n being the number of different series of task T.

PerformanceScore =
1

n

n∑
i=1

Pi (2)

These two metrics are then combined to allow us to ensure the model meets
the requirement of the task and can adapt to new information as the task com-
plexity increases. This is approximate as P with the function f() being a trans-
formation function that regulates the value range.

P ≈ f(RCC,PerformanceScore) (3)

As previously suggested by other researchers [4, 26] on the evaluation metrics
performance of the model, likely, our metric will only be an approximation of the
model performance compare to human expert and will need to be further refined
in the future. Thus, we believe the value P would be the value of an arbitrary
approximation function and not a simple product of the RCC and Performance
Score.

Fig. 2. Replacing our train model and repeating our test with the same set-up to
compare our score with the group of human experts
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As research regarding the performance of AI compared to humans has shown
in most cases human experts can help to uncover unexpected flaws in our mod-
els [22]. Thus to evaluate if our model could be considered an expert in the
domain, we will ask a group of human experts to evaluate the image generated
by our model. In our research, The methodology involves a mixed-methods de-
sign, incorporating both between-subjects and within-subjects components [23]
(see Figure 2). Specifically, a model and a group of human experts perform the
same tasks, and their outputs are evaluated using standardised metrics. Subse-
quently, a separate group of human evaluators assesses these outputs without
knowing their source, ensuring unbiased judgement. This also allowed for sta-
tistical evaluation and the alignment of our purpose metrics with the overall
human evaluators.

5 Conclusion and Limitation

In our research proposition, we have found that the shift in the goals of evaluating
AI has created a push toward more text-based evaluation of intelligence. This
coupled with the constant growth and lack of agreed-upon evaluation metrics
and tests has made it even more challenging to evaluate image generative model
capabilities in capture and embedded knowledge. To address these challenges we
propose a future research design in an attempt to explore ways to evaluate and
train a model that can generate images that can satisfy high technical domain
contain.

However, the paper also acknowledges some potential research design limi-
tations and considerations. Fist limitation is in the access to existing computa-
tional power that enables the model to train sufficiently to address the task’s
success. Future exploration could focus on compressing the tasks into a series of
automated tests or libraries to meet lower computational requirements. Second,
the scope of the task might not be complex enough for the domain space to
properly evaluate the performance of the model compared to that of an expert.
Future research could explore the model in terms of generating a sequence of
actions such as assembling a guide or video to further explore how the model
understands and retains these concepts continuously. Finally, the selected body
of experts might not represent the latest and up-to-date of the domain. Future
tests could be replicated across different bodies of experts with different levels
of seniority across different locations to use collective intelligence.

By pointing out the existing challenge and proposing a framework for future
research, the paper hopes to contribute toward the development of generative
image technology into practical application in the high-constrained domain.
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